Understanding Energy-Based Modeling of Proteins via an Empirically Motivated Minimal Ground Truth Model
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Abstract

Energy-based models (EBM) of sequences of evolutionarily related families of proteins have the ability to learn the generic constraints necessary to make novel functional sequences, which have been validated by in vivo experiments. However, these learned energy functions require re-scaling by a temperature parameter in order to sample novel functional sequences. Here, we generate data from a minimal model motivated by a wide array of empirical evidence for a synergistic cluster of amino acids, or sector, within a sequence. We find our setting captures salient learning behaviors similar to those exhibited by EBMs fitted to real proteins, namely the necessity for temperature tuning to increase generative performance. We discuss how this guides insight into the functional sequence space of proteins.

1. Introduction

Proteins have evolved flexible ways to achieve the same function with significantly different amino acid sequences across many species (Starr & Thornton, 2016; Cocco et al., 2018). Understanding what principles underpin function yet support variation is of both fundamental and technological interest, see, e.g., (Göbel et al., 1994; Neher, 1994; Halabi et al., 2009; Morcos et al., 2011; Fowler & Fields, 2014). Answering this question requires not only a deep biological understanding but also the tools to unlock relevant insights hidden in the data. This has inspired cross-disciplinary efforts among scientists, bioengineers and machine learning practitioners, see, e.g., Rao et al. (2021a;b); Biswas et al. (2021); Marks et al. (2011); Hawkins-Hooker et al. (2021); Trinquier et al. (2021); Rives et al. (2021); Jumper et al. (2021); Lin et al. (2023); Lian et al. (2023); Madani et al. (2023); Ziegler et al. (2023); Sgarbossa et al. (2023); Lipsh-Sokolik et al. (2023).

Here we focus on energy-based modeling (EBM), which is a current method used to build generative models of protein sequence data (Morcos et al., 2011; Cocco et al., 2011; Tubiana et al., 2019; Tagasovska et al., 2022). In particular, we concentrate on EBMs with a pairwise interacting energy function, which underlie direct coupling analysis (DCA), a commonly used technique for fitting a multiple sequence alignment (MSA) of protein sequences from a family of evolutionarily related organisms (Uguzzoni et al., 2017; Russ et al., 2020; Barrat-Charlaix et al., 2021). This model, also known as the Potts model in statistical physics (Nguyen et al., 2017; Cocco et al., 2018), is characterized by the energy function,

\[ E(\mathbf{v} | \theta) = - \sum_i \hat{h}_i(v_i) - \sum_{i<j} \hat{J}_{ij}(v_i, v_j) \]  (1)

where \( \mathbf{v} = (v_1, v_2, \ldots, v_N) \) is a sequence with \( N \) positions and each position takes \( q \) discrete values, \( v_i \in \{1, 2, \ldots, q\} \) with \( q = 21 \) for proteins (20 possible amino acids and one gap state). We let \( \theta = \{\hat{h}, \hat{J}\} \) denote the model parameters. The probability of a sequence is related to its energy via

\[ \hat{P}(\mathbf{v} | \theta) \propto \exp(-E(\mathbf{v} | \theta)). \]

Importantly, this does not explicitly model physico-chemical potentials governing atomic interactions. Instead, it captures only the information that is encoded in sequence statistics. This class of models has proved surprisingly successful in extracting the relevant constraints of functional proteins, leading to predictions of novel sequences that are verified to be functional in in vivo experiments (Russ et al., 2020).

Training EBMs on real MSAs and taking samples from them is a modeling and empirical challenge, however. Although
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Potts models are surprisingly expressive and have led to new insights about sequence data (Schug et al., 2009; Bravi et al., 2020), they place an unverifiable assumption on the interactions in the system. In fact, higher-order interactions are likely responsible for critical functions of proteins (Starr & Thornton, 2016; Poelwijk et al., 2019). Additionally, the high dimensionality and undersampling of sequence data necessitate regularization, which has a nontrivial effect on inference performance (Kleeorin et al., 2023). Furthermore, EBMs trained on finite samples struggle to imitate the sharp disparity between functional and nonfunctional proteins. The latter do not survive in vivo and thus correspond to zero probability or, equivalently, infinite energy, see Fig. 4. In practice, fitted models assign finite energy to all sequences, including nonfunctional ones, although with mostly higher energy; as a result, the synthesis of new sequences often returns many nonfunctional proteins. Increasing the fraction of functional sequences requires an ad hoc rescaling of the fitted energy function, \( \hat{P}(v | \theta) \propto \exp \left( -\frac{E(v | \theta)}{T} \right) \) with the temperature \( T \) set after training to be smaller than one, see Russ et al. (2020).

To explore the learning behaviors and generative performance of EBMs for sequence data, we develop a minimal model of a protein sequence based on the “sector hypothesis” (Lockless & Ranganathan, 1999; Russ et al., 2005; Soccolich et al., 2005; Halabi et al., 2009; Reynolds et al., 2011; McLaughlin Jr et al., 2012; Reynolds et al., 2013; Teşileanu et al., 2015; Rivoire et al., 2016; Raman et al., 2016; Salinas & Ranganathan, 2018). Briefly, this hypothesis posits that some highly-correlated subset of amino acids (roughly 10-20%) are responsible for determining the function of a sequence in a given protein family through their collective state. Our model of functional sequences captures this important aspect by explicitly disallowing sequences that exceed the mutation threshold away from archetypal ‘functional’ patterns. We use the sequences generated from this ‘ground-truth’ model as the training data for Potts models. This setting allows for a relatively controlled investigation of the generative performance of the fitted Potts models. In particular, we ask how often the learned models produce novel functional sequences and how diverse the generated sequences are.

We show that our setting captures the salient learning behavior of EBMs fitted to real sequence data. We explore the generative performance and its dependence on the interplay between model selection via cross-validation and post-training temperature adjustments. We quantify the trade-off between functionality and novelty in sampled sequences by computing the false positive rate and entropy of fitted models. Finally, we discuss how the lessons from our study guide insight into our understanding of sequence-function relationships.

2. Methods

There is much evidence that mutations with strong deleterious effects on a protein’s main biochemical functions are confined to a small subset of sequence positions (McLaughlin Jr et al., 2012; Salinas & Ranganathan, 2018; Poelwijk et al., 2019; Kleeorin et al., 2023). Via statistical analyses of MSAs of various protein families, it has been found that the amino acids in this subset are strongly correlated with each other and weakly correlated with those positions outside of the subset (Lockless & Ranganathan, 1999; Soccolich et al., 2005; Russ et al., 2005; Halabi et al., 2009; Reynolds et al., 2011; 2013; Rivoire et al., 2016; Raman et al., 2016). This function-determining, strongly intra-correlated subset of positions, which usually comprises roughly 10-20% of
the sequence, defines the sector. See Fig. 1B for an example. Here we introduce a minimal model that captures this important aspect of protein sequences.

As shown in Fig. 1A, our model consists of a ground truth distribution defined on a sequence of \( N = 35 \) positions with \( q = 5 \) amino acid types. The sequence is divided into three parts that reflect the behavior of sequence data from experiments: (i) pairwise interactions important for structure but not involved in function (Morcos et al., 2011; Uguzzoni et al., 2017; Klecorin et al., 2023), (ii) uncorrelated positions, and (iii) function-determining positions modeled by higher-order correlations as defined above, (Fig. 1A&C). It is possible in principle for a protein to have multiple sectors, sometimes overlapping. This represents an interesting extension to our framework; as a first step, in this work, we consider only one sector and its effects on learning and generative performance. We emphasize that all the above-defined features do not represent physico-chemical potentials of the underlying interactions, but rather a correlational structure that relates directly to fitness. Unfit non-functional sequences therefore correspond to sequences with low probability or high energy.

Of the 35 positions, 7 of them, which is 20 percent of positions, comprise the sector, whose energy landscape has 5 energy basins, each defined by unique, non-overlapping patterns (Fig. 1C & D). A linear function, whose slope is determined by \( \beta_{\text{sec}} \), controls the energy cost of being \( n_{\text{mutations}} \) mutations away from an ideal pattern. Importantly, if the number of mutations exceeds a maximum \( m \), the energy goes to infinity. This occurs, it corresponds to a function-eliminating mutation, which is to say it is a sequence that cannot rescue function in any biological context. For our experiments, we choose \( m = 3 \) and \( \beta_{\text{sec}} = 2.5 \). Results are qualitatively insensitive to these choices. Ten positions (out of 35) correspond to structural, non-function determining interactions, modeled via Potts interactions such that \( J_{ij}(a,b) = 1 \) if \( a = b \), and zero otherwise for five pairs of positions; all other positions (18 of 35) are uncorrelated (Fig. 1C). In addition, we set \( h_i(a) = 0 \) for all \( i \) and \( a \).

The parameters \( m \) and \( \beta_{\text{sec}} \) represent the defining knobs of the minimal ground truth model that determine the shapes of the energy basins and extent of higher-order interactions within the sector. Thus, our empirically motivated model allows for direct control over the extent to which certain sequences will not be in the support of the fitted model. This ability to know which sequences are and are not in the ground truth support allows for a direct measure of how often a fitted model \( \hat{P}(v \mid \hat{\theta}) \) will produce non-functional sequences. This false positive rate will serve as an in silico biological experiment, see Fig. 1E.

The models are fit via the ratio-matching algorithm (Hyvärinen, 2007), and are 5-fold cross validated to choose appropriate hyper-parameters. The objective and loss functions are

\[
\text{obj}(\hat{\theta}) = \text{loss}(\hat{\theta}) + \lambda_h \sum_{i,a} ||h_i(a)||^2 + \lambda_J \sum_{i < j, a,b} ||J_{ij}(a,b)||^2,
\]

\[
\text{loss}(\hat{\theta}) = \mathbb{E}_{v \sim \text{Data}} \sum_v A(v, v') \sigma \left( E(v \mid \hat{\theta}) - E(v' \mid \hat{\theta}) \right)^2,
\]

where \( \sigma(x) = 1/(1 + e^{-x}) \), \( v' \) are sequences not in data, and \( A(v, v') = 1 \) if \( v \) and \( v' \) differ in one position and \( A(v, v') = 0 \) otherwise. In the following, we take \( M = 500 \) samples with \( \beta_{\text{sec}} = 2.5 \) and \( m = 3 \) and set \( \lambda_h = 100 \) for all learning tasks.

The entropies of the corresponding fitted models are calculated via annealed importance sampling (Neal, 2001). Entropy serves as a measure of the fitted model’s estimate for the size of functional sequence space. One may state that the goal of learning, as defined by current experimental work, is to reduce the false positive rate as much as possible while keeping the entropy high. This ensures that functional sequences can be of a wide variety, and not simply a memorization of the training data.

3. Results

Figure 2 illustrates the properties of Potts models [Eq (1)] with parameters fitted to samples from our minimal model for protein sequences (Fig. 1). We see that the validation loss is smallest at an intermediate regularization strength \( \lambda_J = 0.01 \) (Fig. 2A). But this value does not yield the lowest false positive rate, which occurs at \( \lambda_J = 10^{-5} \) (Fig. 2B). The ability to generate unseen, yet functional, sequences requires both low false positive rates and high entropy. These competing objectives make model selection nontrivial. Moreover, the standard loss function does not seem to effectively capture relevant performance measures. Taken together, our results exemplify the well-documented challenges of balancing multiple generative objectives and encoding them in...
To facilitate the ability to sample functional sequences from these learned models, the parameters for each are systematically rescaled via temperature, $T$. As shown in Fig. 3A and B, decreasing $T$ improves the overlap between energy distributions of the training data and sampled data. Fig. 3C displays the decrease in false positive rate associated with lowering $T$. The accompanying decrease in entropy and false positive rate mirrors empirical results found in real data and experiments, where good overlap with training data energy distributions corresponds to the ability to generate novel functional sequences (Russ et al., 2020).

Why must $T$ be lowered to produce functional sequences? To understand this effect further, we track its impact on sequence entropy and false positive rates for models trained at several regularization strengths. Fig. 3D shows the results of this analysis. Here each curve is parameterized by $T$. For weak regularization, decreasing temperature lowers the entropy with almost no effect on the false positive rate. At intermediate regularizations, a beneficial trade-off occurs as false positive rates decrease while entropy remains high before dropping off steeply at the lowest temperatures. For strong regularization, the under-fit models lose the ability to generate functional sequences as temperature drops, as not enough structure in the data is found.

4. Discussion

Figure 4 provides an overview of the intuition behind post-training temperature adjustments for improved generative performance. In Fig. 4A, we show a schematic ‘true’ energy landscape, in which functional sequences (black) occupy low-energy states and non-functional sequences (red) are at infinitely higher energy ($\Delta E \approx \infty$). Ideally, a well-trained model should distinguish functional from non-functional sequences and assign a large energy gap between them. In practice, a tradeoff exists between classification correctness and confidence. Weak regularization results in overfitting, characterized by high misclassification (i.e., many non-functional sequences in the energy basins) at high confidence (large energy gap), see Fig. 4B. Strong regularization, on the other hand, yields underfitted models, which encode little relevant information in the data and thus cannot classify any sequences with confidence (no energy gap), see Fig. 4D. A moderately regularized model has high classification correctness but low confidence (small energy gap), see Fig. 4C. Sampling from such a model, despite its low misclassification, can give spurious sequences since their energies, and probabilities, can still be comparable to those of functional ones. In this case, decreasing the temperature during sampling serves as a strategy to increase the confidence of a model and reduce the false positive rate.

We have developed a minimal model that recapitulates the strong, high-order coupling between amino acids in a sector. Under-sampling from this ground truth model (as one does in real sequence analysis) and fitting the ‘wrong’ Potts models via standard DCA techniques has reproduced the mysterious need to lower temperature in these pairwise models in order to generate functional sequences. We offer the preliminary insight that even though validation minimum models optimally predict what sequence must be low energy, it does not adequately segregate them from high energy states, and temperature must therefore be lowered. This suggests that our ground truth model could be further exploited in order to understand the optimal training and sampling techniques for real protein sequence data.
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Figure 4. A cartoon of how temperature and regularization interact in EBMs. (A) Under the ground truth model, functional sequences (black) are low energy, and non-functional sequences (red) are high energy, separated by an energy gap $\Delta E \approx \infty$. (B) When under-sampled, an unregularized model $\lambda = 0$, estimates a large energy gap $\Delta \hat{E}$ at the expense of misclassifying functional and non-functional sequences—red and black mixed. (C) For a $\lambda$ found via cross-validation, red and black sequences are optimally placed on correct sides of the energy gap. This comes at the cost of a smaller value of $\Delta \hat{E}$, which necessitates the lowering of temperature to sample functional sequences, as shown in Fig. 3. (D) For no regularization, $\Delta \hat{E}$ goes to zero, and all functional and non-functional sequences have similar energies.
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**Broader Impact**

Characterizing the underpinning rules governing protein structure and function has far-reaching consequences for medical and sustainability goals. Once these rules are understood, the ability to custom-design proteins can allow for better therapeutics and offers natural solutions to issues such as carbon scrubbing the atmosphere or designing renewable energy storage. Insofar as our model shown here represents a step towards this understanding, it can beneficially contribute to meaningful societal impacts. Furthermore, our minimal model represents a mapping from sequence to fitness based on extensive empirical evidence. This is a departure from many approaches in machine learning for proteins that focus on sequence to structure mapping. Benchmarking protein models via this approach could improve the understanding of fitting and sampling beyond energy-based modeling.
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