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Abstract
Energy-based models (EBM) of sequences of evo-
lutionarily related families of proteins have the
ability to learn the generic constraints necessary
to make novel functional sequences, which have
been validated by in vivo experiments. However,
these learned energy functions require re-scaling
by a temperature parameter in order to sample
novel functional sequences. Here, we generate
data from a minimal model motivated by a wide
array of empirical evidence for a synergistic clus-
ter of amino acids, or sector, within a sequence.
We find our setting captures salient learning be-
haviors similar to those exhibited by EBMs fitted
to real proteins, namely the necessity for temper-
ature tuning to increase generative performance.
We discuss how this guides insight into the func-
tional sequence space of proteins.

1. Introduction
Proteins have evolved flexible ways to achieve the same
function with significantly different amino acid sequences
across many species (Starr & Thornton, 2016; Cocco et al.,
2018). Understanding what principles underpin function yet
support variation is of both fundamental and technological
interest, see, e.g., (Göbel et al., 1994; Neher, 1994; Halabi
et al., 2009; Morcos et al., 2011; Fowler & Fields, 2014).
Answering this question requires not only a deep biological
understanding but also the tools to unlock relevant insights
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hidden in the data. This has inspired cross-disciplinary
efforts among scientists, bioengineers and machine learning
practitioners, see, e.g., Rao et al. (2021a;b); Biswas et al.
(2021); Marks et al. (2011); Hawkins-Hooker et al. (2021);
Trinquier et al. (2021); Rives et al. (2021); Jumper et al.
(2021); Lin et al. (2023); Lian et al. (2023); Madani et al.
(2023); Ziegler et al. (2023); Sgarbossa et al. (2023); Lipsh-
Sokolik et al. (2023).

Here we focus on energy-based modeling (EBM),1 which is
a current method used to build generative models of protein
sequence data (Morcos et al., 2011; Cocco et al., 2011;
Tubiana et al., 2019; Tagasovska et al., 2022). In particular,
we concentrate on EBMs with a pairwise interacting energy
function, which underlie direct coupling analysis (DCA), a
commonly used technique for fitting a multiple sequence
alignment (MSA) of protein sequences from a family of
evolutionarily related organisms (Uguzzoni et al., 2017;
Russ et al., 2020; Barrat-Charlaix et al., 2021). This model,
also known as the Potts model in statistical physics (Nguyen
et al., 2017; Cocco et al., 2018), is characterized by the
energy function,

E(v | θ̂) = −
∑

i
ĥi(vi)−

∑
i<j

Ĵij(vi, vj) (1)

where v=(v1, v2, . . . , vN ) is a sequence with N positions
and each position takes q discrete values, vi∈{1, 2, . . . , q}
with q=21 for proteins (20 possible amino acids and one
gap state). We let θ̂={ĥ, Ĵ} denote the model parameters.
The probability of a sequence is related to its energy via

P̂ (v | θ̂) ∝ exp (−E(v | θ̂)).

Importantly, this does not explicitly model physico-chemical
potentials governing atomic interactions. Instead, it captures
only the information that is encoded in sequence statistics.
This class of models has proved surprisingly successful in
extracting the relevant constraints of functional proteins,
leading to predictions of novel sequences that are verified
to be functional in in vivo experiments (Russ et al., 2020).

Training EBMs on real MSAs and taking samples from them
is a modeling and empirical challenge, however.2 Although

1For a review of EBMs, see, e.g., Lecun et al. (2006).
2See Song & Kingma (2021) for a recent review of EBM train-

ing in more general settings.
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Potts models are surprisingly expressive and have led to
new insights about sequence data (Schug et al., 2009; Bravi
et al., 2020), they place an unverifiable assumption on the
interactions in the system. In fact, higher-order interactions
are likely responsible for critical functions of proteins (Starr
& Thornton, 2016; Poelwijk et al., 2019). Additionally, the
high dimensionality and undersampling of sequence data
necessitate regularization, which has a nontrivial effect on
inference performance (Kleeorin et al., 2023). Furthermore,
EBMs trained on finite samples struggle to imitate the sharp
disparity between functional and nonfunctional proteins.
The latter do not survive in vivo and thus correspond to zero
probability or, equivalently, infinite energy, see Fig. 4. In
practice, fitted models assign finite energy to all sequences,
including nonfunctional ones, although with mostly higher
energy; as a result, the synthesis of new sequences often
returns many nonfunctional proteins. Increasing the fraction
of functional sequences requires an ad hoc rescaling of the
fitted energy function, P̂ (v | θ̂)∝ exp (−E(v | θ̂)/T ) with
the temperature T set after training to be smaller than one,
see Russ et al. (2020).

To explore the learning behaviors and generative perfor-
mance of EBMs for sequence data, we develop a minimal
model of a protein sequence based on the “sector hypothesis”
(Lockless & Ranganathan, 1999; Russ et al., 2005; Socol-
ich et al., 2005; Halabi et al., 2009; Reynolds et al., 2011;
McLaughlin Jr et al., 2012; Reynolds et al., 2013; Teşileanu
et al., 2015; Rivoire et al., 2016; Raman et al., 2016; Sali-
nas & Ranganathan, 2018). Briefly, this hypothesis posits
that some highly-correlated subset of amino acids (roughly
10-20%) are responsible for determining the function of
a sequence in a given protein family through their collec-
tive state. Our model of functional sequences captures this
important aspect by explicitly disallowing sequences that
exceed the mutation threshold away from archetypal ‘func-
tional’ patterns. We use the sequences generated from this
‘ground-truth’ model as the training data for Potts models.
This setting allows for a relatively controlled investigation
of the generative performance of the fitted Potts models. In
particular, we ask how often the learned models produce
novel functional sequences and how diverse the generated
sequences are.

We show that our setting captures the salient learning be-
havior of EBMs fitted to real sequence data. We explore
the generative performance and its dependence on the inter-
play between model selection via cross-validation and post-
training temperature adjustments. We quantify the trade-off
between functionality and novelty in sampled sequences
by computing the false positive rate and entropy of fitted
models. Finally, we discuss how the lessons from our study
guide insight into our understanding of sequence-function
relationships.

Figure 1. Minimal model for protein sequences (A) Our model cap-
tures three salient features of a sequence: (i) pairwise structural
contacts, (ii) uncorrelated, independent positions, and (iii) a highly-
correlated sector. (B) Example of a sector in the SH3 family of
polyproline binding domains (PDB 2ABL). Image adapted from
(Halabi et al., 2009). Sector positions (blue) are good predictors
of binding sites for ligands (yellow). (C) Energy function of our
model. The heatmap depicts the Frobenius norm of the pairwise
couplings, ∥Jij∥ = (

∑
a,b Jij(a, b)

2)1/2, for each residue pair i
and j. The sector (positions 29-35) cannot be described by pair-
wise interactions and we model this feature separately; the energy
of the sector grows linearly with slope βsec with the number of
mutations away from ideal patterns up to a threshold m beyond
which the energetic cost diverges. (D) Schematic energy landscape
of the sector. Exceeding the mutation threshold (here m = 3)
makes a sequence nonfunctional, resulting in diverging energy
and vanishing probability. (E) Fitting workflow. First, we sample
M sequences from our minimal model (see A&C). We use these
samples to train the pairwise EBM [Eq (1)], from which we gen-
erate synthetic sequences. The synthetic sequences that contain
more mutations than the mutation threshold contribute to the false
positive rate and are in silico analogs of nonfunctional proteins in
in vivo experiments (Russ et al., 2020; Lian et al., 2023).

2. Methods
There is much evidence that mutations with strong delete-
rious effects on a protein’s main biochemical functions are
confined to a small subset of sequence positions (McLaugh-
lin Jr et al., 2012; Salinas & Ranganathan, 2018; Poelwijk
et al., 2019; Kleeorin et al., 2023). Via statistical analyses
of MSAs of various protein families, it has been found that
the amino acids in this subset are strongly correlated with
each other and weakly correlated with those positions out-
side of the subset (Lockless & Ranganathan, 1999; Socolich
et al., 2005; Russ et al., 2005; Halabi et al., 2009; Reynolds
et al., 2011; 2013; Rivoire et al., 2016; Raman et al., 2016).
This function-determining, strongly intra-correlated subset
of positions, which usually comprises roughly 10-20% of



Understanding EBMs for Proteins with a Minimal Ground Truth Model

the sequence, defines the sector. See Fig. 1B for an exam-
ple. Here we introduce a minimal model that captures this
important aspect of protein sequences.

As shown in Fig. 1A, our model consists of a ground truth
distribution defined on a sequence of N = 35 positions with
q = 5 amino acid types. The sequence is divided into three
parts that reflect the behavior of sequence data from experi-
ments: (i) pairwise interactions important for structure but
not involved in function (Morcos et al., 2011; Uguzzoni
et al., 2017; Kleeorin et al., 2023), (ii) uncorrelated posi-
tions, and (iii) function-determining positions modeled by
higher-order correlations as defined above, (Fig. 1A&C).
It is possible in principle for a protein to have multiple
sectors, sometimes overlapping. This represents an inter-
esting extension to our framework; as a first step, in this
work, we consider only one sector and its effects on learn-
ing and generative performance. We emphasize that all the
above-defined features do not represent physico-chemical
potentials of the underlying interactions, but rather a cor-
relational structure that relates directly to fitness. Unfit
non-functional sequences therefore correspond to sequences
with low probability or high energy.

Of the 35 positions, 7 of them, which is 20 percent of po-
sitions, comprise the sector, whose energy landscape has
5 energy basins, each defined by unique, non-overlapping
patterns (Fig. 1C & D). A linear function, whose slope is de-
termined by βsec, controls the energy cost of being nmutations
away from an ideal pattern. Importantly, if the number of
mutations exceeds a maximum m, the energy goes to infinity.
When this occurs, it corresponds to a function-eliminating
mutation, which is to say it is a sequence that cannot rescue
function in any biological context. For our experiments,
we choose m=3 and βsec =2.5. Results are qualitatively
insensitive to these choices. Ten positions (out of 35) corre-
spond to structural, non-function determining interactions,
modeled via Potts interactions such that Jij(a, b) = 1 if
a=b, and zero otherwise for five pairs of positions; all other
positions (18 of 35) are uncorrelated (Fig. 1C). In addition,
we set hi(a)=0 for all i and a.

The parameters m and βsec represent the defining knobs of
the minimal ground truth model that determine the shapes
of the energy basins and extent of higher-order interactions
within the sector. Thus, our empirically motivated model
allows for direct control over the extent to which certain
sequences will not be in the support of the fitted model.
This ability to know which sequences are and are not in
the ground truth support allows for a direct measure of how
often a fitted model P̂ (v | θ̂) will produce non-functional
sequences. This false positive rate will serve as an in silico
biological experiment, see Fig. 1E.

The models are fit via the ratio-matching algorithm
(Hyvärinen, 2007), and are 5-fold cross validated to choose

Figure 2. Validation error, false-positive rate, and sequence en-
tropy reach an optimum for different regularization values. (A)
Training (solid) and validation (dashed) losses vs regularization
strength λJ . (B) False positive rate (left axis) and entropy (right
axis) vs λJ . The vertical lines mark the minimum false positive rate
(blue, λJ =10−5) and minimum validation loss (red, λJ =0.01).

appropriate hyper-parameters. The objective and loss func-
tions are

obj(θ̂) = loss(θ̂) + λh

∑
i,a

∥hi(a)∥2 + λJ

∑
i<j,a,b

∥Jij(a, b)∥2,

loss(θ̂) = E
v∼Data

∑
v′
A (v,v′)σ

(
E(v | θ̂)− E(v′ | θ̂)

)2

where σ(x) = 1/(1 + e−x), v′ are sequences not in data,
and A(v,v′) = 1 if v and v′ differ in one position and
A(v,v′)=0 otherwise. In the following, we take M=500
samples with βsec =2.5 and m=3 and set λh=100 for all
learning tasks.

The entropies of the corresponding fitted models are cal-
culated via annealed importance sampling (Neal, 2001).
Entropy serves as a measure of the fitted model’s estimate
for the size of functional sequence space. One may state
that the goal of learning, as defined by current experimental
work, is to reduce the false positive rate as much as possible
while keeping the entropy high. This ensures that func-
tional sequences can be of a wide variety, and not simply a
memorization of the training data.

3. Results
Figure 2 illustrates the properties of Potts models [Eq (1)]
with parameters fitted to samples from our minimal model
for protein sequences (Fig. 1). We see that the validation
loss is smallest at an intermediate regularization strength
λJ =0.01 (Fig. 2A). But this value does not yield the lowest
false positive rate, which occurs at λJ =10−5 (Fig. 2B). The
ability to generate unseen, yet functional, sequences requires
both low false positive rates and high entropy. These compet-
ing objectives make model selection nontrivial. Moreover,
the standard loss function does not seem to effectively cap-
ture relevant performance measures. Taken together, our
results exemplify the well-documented challenges of bal-
ancing multiple generative objectives and encoding them in
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a loss function.

To facilitate the ability to sample functional sequences from
these learned models, the parameters for each are system-
atically rescaled via temperature, T . As shown in Fig. 3A
and B, decreasing T improves the overlap between energy
distributions of the training data and sampled data. Fig. 3C
displays the decrease in false positive rate associated with
lowering T . The accompanying decrease in entropy and
false positive rate mirrors empirical results found in real
data and experiments, where good overlap with training
data energy distributions corresponds to the ability to gener-
ate novel functional sequences (Russ et al., 2020).

Why must T be lowered to produce functional sequences?
To understand this effect further, we track its impact on
sequence entropy and false positive rates for models trained
at several regularization strengths. Fig. 3D shows the results
of this analysis. Here each curve is parameterized by T .
For weak regularization, decreasing temperature lowers the
entropy with almost no effect on the false positive rate. At
intermediate regularizations, a beneficial trade-off occurs
as false positive rates decrease while entropy remains high
before dropping off steeply at the lowest temperatures. For
strong regularization, the under-fit models lose the ability to
generate functional sequences as temperature drops, as not
enough structure in the data is found.

4. Discussion
Figure 4 provides an overview of the intuition behind post-
training temperature adjustments for improved generative
performance. In Fig. 4A, we show a schematic ‘true’ energy
landscape, in which functional sequences (black) occupy
low-energy states and non-functional sequences (red) are at
infinitely higher energy (∆E≈∞). Ideally, a well-trained
model should distinguish functional from non-functional
sequences and assign a large energy gap between them. In
practice, a tradeoff exists between classification correctness
and confidence. Weak regularization results in overfitting,
characterized by high misclassification (i.e., many nonfunc-
tional sequences in the energy basins) at high confidence
(large energy gap), see Fig. 4B. Strong regularization, on the
other hand, yields underfitted models, which encode little
relevant information in the data and thus cannot classify any
sequences with confidence (no energy gap), see Fig. 4D. A
moderately regularized model has high classification cor-
rectness but low confidence (small energy gap), see Fig. 4C.
Sampling from such a model, despite its low misclassifica-
tion, can give spurious sequences since their energies, and
probabilities, can still be comparable to those of functional
ones. In this case, decreasing the temperature during sam-
pling serves as a strategy to increase the confidence of a
model and reduce the false positive rate.

Figure 3. Temperature dependence at the validation minimum. His-
tograms of statistical energy of training data (A) and sampled se-
quences at different temperatures (B) under the fitted validation
loss-minimum model. (C) Dependence of false positive rate and
entropy of validation minimum model on sampling temperature.
Lower temperature produces more functional sequences at the
cost of lowering entropy, similar to empirical results in real data
(Russ et al., 2020). (D) Curves of entropy vs. false positive rate,
each parameterized by sampling temperature, for selected models
trained at different regularizations. Models at T = 1 connected by
dotted black line. Note the optimal trade-off between false positive
rate and entropy, which corresponds to points in the upper left
corner of the graph near the ground truth, occurs as the tempera-
ture is lowered on the validation minimum model corresponding
to λJ = 0.01.

We have developed a minimal model that recapitulates the
strong, high-order coupling between amino acids in a sec-
tor. Under-sampling from this ground truth model (as one
does in real sequence analysis) and fitting the ‘wrong’ Potts
models via standard DCA techniques has reproduced the
mysterious need to lower temperature in these pairwise mod-
els in order to generate functional sequences. We offer the
preliminary insight that even though validation minimum
models optimally predict what sequence must be low en-
ergy, it does not adequately segregate them from high energy
states, and temperature must therefore be lowered. This sug-
gests that our ground truth model could be further exploited
in order to understand the optimal training and sampling
techniques for real protein sequence data.
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Broader Impact
Characterizing the underpinning rules governing protein
structure and function has far-reaching consequences for
medical and sustainability goals. Once these rules are un-
derstood, the ability to custom-design proteins can allow for
better therapeutics and offers natural solutions to issues such
as carbon scrubbing the atmosphere or designing renewable
energy storage. Insofar as our model shown here repre-
sents a step towards this understanding, it can beneficially
contribute to meaningful societal impacts. Furthermore,
our minimal model represents a mapping from sequence
to fitness based on extensive empirical evidence. This is a
departure from many approaches in machine learning for
proteins that focus on sequence to structure mapping. Bench-
marking protein models via this approach could improve the
understanding of fitting and sampling beyond energy-based
modeling.
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C., Hoch, S.-Y., Davies, G. J., Overkleeft, H. S., and
Fleishman, S. J. Combinatorial assembly and design
of enzymes. Science, 379(6628):195–201, 2023. doi:
10.1126/science.ade9434.

Lockless, S. W. and Ranganathan, R. Evolutionarily con-
served pathways of energetic connectivity in protein fam-
ilies. Science, 286(5438):295–299, 1999.

Madani, A., Krause, B., Greene, E. R., Subramanian, S.,
Mohr, B. P., Holton, J. M., Olmos, J. L., Xiong, C., Sun,
Z. Z., Socher, R., Fraser, J. S., and Naik, N. Large
language models generate functional protein sequences
across diverse families. Nature Biotechnology, 2023. doi:
10.1038/s41587-022-01618-2.

Marks, D. S., Colwell, L. J., Sheridan, R., Hopf, T. A.,
Pagnani, A., Zecchina, R., and Sander, C. Protein 3d
structure computed from evolutionary sequence variation.
PLOS ONE, 6(12):e28766, 12 2011. doi: 10.1371/journal.
pone.0028766. URL https://doi.org/10.1371/
journal.pone.0028766.

McLaughlin Jr, R. N., Poelwijk, F. J., Raman, A., Gosal,
W. S., and Ranganathan, R. The spatial architecture of
protein function and adaptation. Nature, 491(7422):138–
142, 2012.

Morcos, F., Pagnani, A., Lunt, B., Bertolino, A., Marks,
D. S., Sander, C., Zecchina, R., Onuchic, J. N., Hwa,
T., and Weigt, M. Direct-coupling analysis of residue
coevolution captures native contacts across many pro-
tein families. Proceedings of the National Academy of
Sciences, 108(49):E1293–E1301, 2011.

Neal, R. M. Annealed importance sampling. Statistics and
computing, 11:125–139, 2001.

Neher, E. How frequent are correlated changes in families of
protein sequences? Proceedings of the National Academy
of Sciences, 91(1):98–102, 1994. doi: 10.1073/pnas.91.1.
98.

Nguyen, H. C., Zecchina, R., and Berg, J. Inverse statistical
problems: from the inverse ising problem to data science.
Advances in Physics, 66(3):197–261, 2017.

Poelwijk, F. J., Socolich, M., and Ranganathan, R. Learning
the pattern of epistasis linking genotype and phenotype
in a protein. Nature communications, 10(1):4213, 2019.

Raman, A. S., White, K. I., and Ranganathan, R. Origins of
allostery and evolvability in proteins: a case study. Cell,
166(2):468–480, 2016.

Rao, R., Meier, J., Sercu, T., Ovchinnikov, S., and Rives,
A. Transformer protein language models are unsuper-
vised structure learners. In International Conference
on Learning Representations, 2021a. URL https:
//openreview.net/forum?id=fylclEqgvgd.

Rao, R. M., Liu, J., Verkuil, R., Meier, J., Canny, J., Abbeel,
P., Sercu, T., and Rives, A. Msa transformer. In Meila,
M. and Zhang, T. (eds.), Proceedings of the 38th Inter-
national Conference on Machine Learning, volume 139
of Proceedings of Machine Learning Research, pp. 8844–
8856. PMLR, 2021b. URL https://proceedings.
mlr.press/v139/rao21a.html.

Reynolds, K. A., McLaughlin, R. N., and Ranganathan, R.
Hot spots for allosteric regulation on protein surfaces.
Cell, 147(7):1564–1575, 2011.

Reynolds, K. A., Russ, W. P., Socolich, M., and Ran-
ganathan, R. Evolution-based design of proteins. In
Methods in enzymology, volume 523, pp. 213–235. Else-
vier, 2013.

Rives, A., Meier, J., Sercu, T., Goyal, S., Lin, Z., Liu, J.,
Guo, D., Ott, M., Zitnick, C. L., Ma, J., and Fergus, R.
Biological structure and function emerge from scaling un-
supervised learning to 250 million protein sequences. Pro-
ceedings of the National Academy of Sciences, 118(15):
e2016239118, 2021. doi: 10.1073/pnas.2016239118.

Rivoire, O., Reynolds, K. A., and Ranganathan, R.
Evolution-based functional decomposition of proteins.
PLoS computational biology, 12(6):e1004817, 2016.

Russ, W. P., Lowery, D. M., Mishra, P., Yaffe, M. B., and
Ranganathan, R. Natural-like function in artificial ww
domains. Nature, 437(7058):579–583, 2005.

Russ, W. P., Figliuzzi, M., Stocker, C., Barrat-Charlaix,
P., Socolich, M., Kast, P., Hilvert, D., Monasson, R.,
Cocco, S., Weigt, M., et al. An evolution-based model
for designing chorismate mutase enzymes. Science, 369
(6502):440–445, 2020.

Salinas, V. H. and Ranganathan, R. Coevolution-based
inference of amino acid interactions underlying protein
function. elife, 7:e34300, 2018.

Schug, A., Weigt, M., Onuchic, J. N., Hwa, T., and Szur-
mant, H. High-resolution protein complexes from inte-
grating genomic information with molecular simulation.
Proceedings of the National Academy of Sciences, 106
(52):22124–22129, 2009.

https://doi.org/10.1371/journal.pone.0028766
https://doi.org/10.1371/journal.pone.0028766
https://openreview.net/forum?id=fylclEqgvgd
https://openreview.net/forum?id=fylclEqgvgd
https://proceedings.mlr.press/v139/rao21a.html
https://proceedings.mlr.press/v139/rao21a.html


Understanding EBMs for Proteins with a Minimal Ground Truth Model

Sgarbossa, D., Lupo, U., and Bitbol, A.-F. Generative power
of a protein language model trained on multiple sequence
alignments. eLife, 12:e79854, 2023. doi: 10.7554/eLife.
79854.

Socolich, M., Lockless, S. W., Russ, W. P., Lee, H., Gardner,
K. H., and Ranganathan, R. Evolutionary information for
specifying a protein fold. Nature, 437(7058):512–518,
2005.

Song, Y. and Kingma, D. P. How to train your energy-based
models, 2021.

Starr, T. N. and Thornton, J. W. Epistasis in protein evolu-
tion. Protein science, 25(7):1204–1218, 2016.

Tagasovska, N., Frey, N. C., Loukas, A., Hotzel, I., Lafrance-
Vanasse, J., Kelly, R. L., Wu, Y., Rajpal, A., Bonneau, R.,
Cho, K., Ra, S., and Gligorijevic, V. A pareto-optimal
compositional energy-based model for sampling and opti-
mization of protein sequences. In NeurIPS 2022 AI for
Science: Progress and Promises, 2022. URL https:
//openreview.net/forum?id=U2rNXaTTXPQ.
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