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Abstract
Analysis-driven design of Internal Combustion
Engines (ICE) is extremely valuable in signifi-
cantly reducing hardware investments and acceler-
ating development of low Greenhouse Gas (GHG)
emitting vehicles compliant with strict emissions
regulations. Advanced physics-based engine mod-
eling tools use system-level models coupled with
Computational Fluid Dynamics (CFD) simula-
tions to predict engine-out emissions. The success
of this methodology largely relies on the accuracy
of analytical predictions, especially engine-out
emissions. Results show excellent agreement in
prediction of engine performance parameters, ox-
ides of Nitrogen (NOx) emissions and combus-
tion noise, while the Carbon Monoxide (CO), Un-
burned Hydrocarbons (HC) and Smoke emissions
predictions remain a challenge even with large
chemical kinetics solvers and refined mesh resolu-
tion. In this study, a hybrid approach combining
CFD analysis with Machine Learning (ML) for
prediction of engine-out emissions of CO, HC and
Smoke is demonstrated. Input features generated
by physics-based CFD simulations and experi-
mentally measured emissions data as labels or
targets were used to train a deep Convolutional
Neural Network (CNN) model. This approach led
to a significant improvement in prediction accu-
racy of all three emissions species and captured
the qualitative trends as well. The ML model
could be used to augment the engine modeling
toolkit leading to significantly more accurate pre-
dictions of engine-out emissions, lower compu-
tational costs and reduced turnaround times for
engine simulations.
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1. Introduction
Computational Fluid Dynamics (CFD) tools have emerged
as an effective means to evaluate numerous designs and
ideas prior to hardware build. These tools are increasingly
able to resolve complex physics at progressively smaller
temporal and spatial scales over multiple engine cycles (Gao
et al., 2018a). The ultimate goal is to develop a virtual en-
gine that can capture the behavior of an internal combustion
engine (Gao et al., 2018b). The virtual engine model relies
on a full three-dimensional (3D) physics-based Computa-
tional Fluid Dynamics (CFD) model for engine combustion
and emission predictions. The parameters that control en-
gine performance and emissions are used as design factors to
generate a Design of Experiment (DoE) matrix. Then, a con-
strained optimization of critical engine parameters is carried
out to minimize fuel consumption, while meeting engine-out
emissions requirements. The success of the methodology
largely relies on the accuracy of analytical predictions, espe-
cially engine-out emissions. However, the effectiveness of
CFD simulation tools for in-cylinder engine combustion is
often compromised by the complexity, accuracy, and compu-
tational overhead of detailed chemical kinetics necessary for
combustion calculations. Results show excellent agreement
in prediction of engine performance parameters, oxides of
Nitrogen (NOx) emissions and combustion noise, while the
Carbon Monoxide (CO), Unburned Hydrocarbons (HC) and
Smoke emissions predictions remain a challenge even with
large chemistry solvers and refined mesh resolution (Gao
et al., 2018a;b). The current study differs from previous
approaches in that a Convolutional Neural Network (CNN)
model was used to predict engine-out emissions of CO, HC
and Smoke from in-cylinder contours of multiple scalar
fields generated by physics-based CFD simulations. Exper-
imentally measured emissions data were used as labels or
targets for training the the CNN model. The overall ML
model development workflow is shown in Figure 1.

2. Training and Test Data
Physics-based CFD calculations were performed with a
commercial software package, CONVERGETM 2.3 (CON-
VERGE, 2016). Images of in-cylinder features were gener-
ated over 600 points spanning in-vehicle operating condi-
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Figure 1. Overall machine learning model development workflow.

tions. Multi-cylinder engine experiments were conducted
with a GM 1.6L, 160 HP (119.3 kW) diesel engine for pas-
senger car application. A dataset of 600 samples may seem
small, but is quite large for engineering applications due
to the expense of experiments and physics-based computa-
tions.

Contour plots of multiple scalar fields were processed for
each of the 600 cases to create training and test datasets
for the CNN model described in Figure 1. A sample pro-
cessed image is shown in Figure 2. Each processed image
consisted of four viewports displaying a single scalar on a
vertical cutplane through the center of the cylinder geom-
etry. Only one image was processed per case just prior to
exhaust valve opening (EVO). The four scalar fields chosen
were equivalence ratio (ratio of the actual fuel/air ratio to
the stoichiometric fuel/air ratio), in-cylinder temperature,
mean flow velocity magnitude and turbulence kinetic en-
ergy (TKE) computed from the Re-Normalization Group
Methods (RNG) k-ε model. Equivalence ratio and tempera-
ture were included based on their well-known correlation
to emissions (Akihama et al., 2001), while mean velocity
magnitude and TKE were considered to account for flow
motion contributing to additional species oxidation effects
occurring after EVO that were not directly simulated by
the CFD model. A banded color scale was used to clearly
demarcate separation between contour levels. Each case
used the same absolute scale (i.e., contour values were the
same) with red being a ‘high’ value and gray being a ‘low’
value. The processing routine was wrapped within a scripted
framework to generate a complete set of 1292 pixel x 830
pixel resolution images.

3. Machine Learning Model
The dataset of 600 images, one for each engine operating
condition, was randomly split into training and test datasets
as follows.

Figure 2. Input image to the CNN model

• Training Set: 500 images.

• Test Set: 100 images.

In this work, the open source deep learning library Ten-
sorFlow (Abadi et al., 2016; Chollet, 2015) was used for
developing, training and testing the CNN models. Due to
the small dataset, instead of training a custom convolutional
neural network, a CNN model was built using the VGG16
architecture (Simonyan & Zisser, 2014) trained on the Im-
ageNet dataset (Russakovsky et al., 2015). The baseline
VGG16 architecture was modified for this dataset by retain-
ing the convolutional base, removing the densely connected
classifier and adding a fully connected regressor as shown in
Figure 3. The learned weights of the VGG16 convolutional
base on the ImageNet dataset were retained in this study
by freezing the convolutional base during training and hy-
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Figure 3. Modified VGG16 model with CFD generated in-cylinder images as input and a fully connected regressor.

perparameter optimization of the fully connected regressor.
Instead of using a single model, various ensembles of the
top models found during hyperparameter optimization of the
regressor were investigated . Ensembles of the top three and
five models were investigated using repeated 5-fold cross
validation on the training dataset (500 images). A population
of model performance scores (MAE on the validation folds)
was generated from the repeated cross-validation procedure.
Overall the ensembles had better prediction performance,
MAE on the validation folds, compared to the single CNN
model as shown in Figure 4. Adding more than five CNN
models to the ensemble didn’t offer any improvement in
prediction performance. Hence, the final ensemble was con-
figured to use a uniform average of predictions from five
CNN models.

4. Results
The trained CFD + CNN ensemble model was evaluated
on the test set (or held-out data) of 100 images. Predic-
tion performance of the CFD + CNN ensemble model and
the state-of-the-art CFD model for each emissions species
(CO, HC, Smoke) on the test set is given in Table 1. Fig-
ure 5 shows the comparison between actual (experimentally
measured emissions data) and predicted values of all three
emissions species (CO, HC and Smoke) by both the CFD
and CFD + CNN ensemble models for the test set. The CFD
+ CNN ensemble model outperformed the state-of-the-art
CFD model in predicting all three emissions species. Sig-
nificant improvement in prediction accuracy (R2 > 0.82)
was observed compared to the state-of-the-art CFD model
predictions, especially, for unburnt HC and CO emissions.
The CFD + CNN framework only requires a low-fidelity
chemistry model to compute the inputs to the CNN ensem-
ble model (scalar fields of equivalence ratio, in-cylinder
temperature, mean flow velocity magnitude and turbulence
kinetic energy). These computations typically require less
than 4 hours to complete for a single operating condition.
Alternatively, a high-fidelity combustion model consisting
of approximately 1000 species to track emissions requires

Table 1. Comparison of the prediction performance of the CFD +
CNN ensemble and CFD models on the test set.

CFD + CNN ENSEMBLE MODEL
CO HC Smoke

MAE [g/h; FSN] 53.5 2.6 0.4
RMSE [g/h; FSN] 114.3 4.9 0.6

CFD MODEL
CO HC Smoke

MAE [g/h; FSN] 403.0 12.0 1.1
RMSE [g/h; FSN] 712.9 26.3 1.3

50-150 hours to complete. Hence, the CFD + ML approach
is believed to have at least a 10X cost benefit compared to
a state-of-the-art CFD model, in addition to significantly
more accurate emissions predictions.

Score-Weighted Class Activation Mapping (Score-CAM)
(Wang et al., 2019) was used to produce activation heatmaps.
Activation heatmaps for two sample images from the test
set, when predicting HC emissions, are shown in Figure 6.
The activation heatmaps confirm the physical dependence
of engine-out emissions on the four scalar fields used in this
study.

5. Summary
The ability to accurately predict engine-out emissions of
Carbon Monoxide (CO), Unburned Hydrocarbons (HC)
and Smoke is critical in accelerating development of high-
efficiency engines compliant with emission regulations.
This study demonstrates that a combination of physics-based
and machine learning models can be used to accurately pre-
dict engine-out emissions. The methodology outlined in
this paper can be applied to both gasoline and diesel fu-
eled engines. The hybrid approach presented in this study
could lead to significantly more accurate predictions of
engine-out emissions, lower computational costs and re-
duced turnaround times for engine simulations.
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Figure 4. Performance of the ensemble models vs. a single optimized model with repeated cross-validation on the training dataset (500
images).

Figure 5. Comparison between actual (experiment) and predicted values of CO, HC and Smoke emissions by both the CFD + CNN
ensemble and CFD models on the test set of 100 images.

Figure 6. Activation heatmaps for two sample images from the test set when predicting HC emissions.
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Impact Statement
The transport of goods and people accounts for about 20%
of the total global primary energy consumed, around 23%
of CO2 emissions (Kalghatgi, 2018). Currently, transport is
almost entirely (> 99.9%) powered by internal combustion
engines (ICE). Even with significant expansion of electrifi-
cation, a significant portion of transport will still be powered
by internal combustion engines for many years to come, ei-
ther deriving all or some portion of the energy from the
engine (hybrid powertrains) (Kalghatgi, 2018). Therefore,
it is essential to continue improving the fuel efficiency of
the internal combustion engine, while complying with the
strict emissions regulations. Physics-based models perform
well in prediction of engine performance parameters, ox-
ides of Nitrogen (NOx) emissions and combustion noise,
while Carbon Monoxide (CO), Unburned Hydrocarbons
(HC) and Smoke emissions predictions remain a challenge.
The hybrid approach presented in this study could lead to
significantly more accurate predictions of engine-out emis-
sions, lower computational costs and reduced turnaround
times for engine simulations (Warey et al., 2021a;b).
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